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Chapter VChapter VChapter VChapter V    

Transceiver Design 

In this chapter we will explain the available transceiver architectures and will discus their 
specification, to find the best architecture to be used in wireless sensor network (WSN). 
WSNs are inherently low-power network with short range communication capability. Most of 
WSNs are very dense networks and hence low cost of its nodes is an important requirement. 
RF transceivers are the most power consuming and high cost part of a sensor node in WSNS. 
Consequently its low power and low cost requirements, demands new design strategies. Prior 
to define a design strategy it is necessary to define some parts of the networks communication 
protocol. Communication protocol and the radio link specifications insert limitations or offers 
freedoms on the transceiver characteristics. The most important characteristics of a receiver 
are: 
� Dynamic range 
� Sensitivity 
� Linearity 
� Noise figure 
� Phase noise 
� Working frequency and band width 
� Channel selectivity  
� Power consumption 
� Spurious frequencies effect 
� Leakage effects 
� Image band rejection 

Definition of dynamic range depends on the specific application. This parameter is 
generally a function of the transceiver parameters and the system requirement, like BER1, 
VER2, of false alarm rate, in detection systems. Dynamic range, linearity and phase noise are 
not so important in low performance transceivers, like the ones is required in WSN 
applications. The important specifications of a transmitter are as follows: 
� Power efficiency 
� Power control capability 
� Transmitted signal power 
� Working frequency and band width 
� Out-of-band emission (ACI3, ACPR4) 
� Inter Modulation products (IMP) 

Transceiver requirements force the designer toward specific class of transceiver. Then the 
transceiver architecture and its configuration is selected or designed based on the specific 
application and the designer’s experience. Among various specifications of the radio link, 
modulation scheme greatly influence the transceiver architecture. Simple modulations make 
possible to use very simple transceiver architectures, in expense of lower data rate, lower 
signal quality and lower spectral efficiency.  After selecting the transceiver architecture and 
configuration, the required circuits and sub-blocks will be presented and finally the 
performance of the transceiver will be analyzed and optimized. 

                                                
1 Bit Error Rate 
2 Vector Error rate 
3 Adjacent Channel Interference 
4 Adjacent Channel Power Ratio 
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V.1 Transceiver Review 
Three architectures are classically used for transceivers in a radio link: Heterodyne, Low-IF 
and Zero-IF or Direct Conversion (DCR1 and DCT2). Each of these architectures has some 
advantages and some drawbacks, and hence designer chooses the proper architecture 
depending on the requirements of the application. Another transceiver technology, developed 
for short range low power UWB applications is UWB impulse radio. In this technology very 
short, un-modulated pulses are directly transmitted from antenna [1], [2], [3]. This 
architecture is not suitable for simple narrow-band transceivers.  LNA-less receiver is another 
very simple architecture that may be used in wireless sensors networks as wakeup receiver 
[4], [5]. 

V.1.1 Heterodyne Architecture 

Heterodyne architecture has been used in more than 98% of radio frequency applications until 
1995 [6]. Block diagram of heterodyne receiver has been shown in Fig. V-1. Image-reject 
filter is placed after LNA and attenuates the image signal in the mixer input. Image signal has 
at fIF distance from the local oscillator frequency, in counter side of the massage signal. To 
day this architecture is widely used in optical and electro-optical systems [7], astronomy and 
space science [8],high frequency imaging [9], and accurate and standard frequency 
measurement and spectral analysis [10], [11], medical analysis [12], and in mm-wave wireless 
communications [13], [14], [15]. This architecture has been noticed in modern CMOS 
technologies for WSN applications [16].  

The image signal problem is the bottleneck of heterodyne receiver, in sense of fully 
integrated design [17], [18]. Special techniques have been proposed this problem [19]. Image 
signal will be described in the next section. In general the image signal power can be 
even very higher than the massage signal [20]. So image rejection is the most problem of 
heterodyne receiver in radio communication applications. Choosing higher IF frequency eases 
the image rejection, however the IF signal processing and adjacent channel rejection will be 
more difficult [21], [22]. In the next section, the low-IF receiver that is a solution to reject the 
image signal is described. New architecture has been proposed for heterodyne receiver in [23] 
and claimed that the new architecture has many advantages over direct-conversion receivers 
and relaxes the performance of the receiver building blocks and eases the overall system floor 
planning. 

Heterodyne receiver can be designed as single or double IF stage. In classic heterodyne 
receiver channel selection is done by the RF local oscillator and hence the IF filter bandwidth 
is equal to the channel band width. In some other types the IF filter is wide and  covers all  the 
 

 
Fig. V-1. Basic block diagram of a heterodyne receiver  

                                                
1 Direct Conversion Receiver 
2 Direct Conversion Transmitter 
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receiver operation band and channel selection is done in IF band [24]. This configuration, 
named Wide IF heterodyne, has the benefit of more accurate channel selection, in expense of 
increased noise band width of the receiver. Main advantages of heterodyne receiver are [6]: 
� High selectivity (good channel selecting in communication application and high spectral 

resolution in spectroscopy and spectral measurements [8]) 
� High sensitivity  
� High dynamic range (AGC1 easily be added to the IF amplifier) 
� Less sensitive to DC offset of the mixer, spurious frequencies, high frequency leakages and 

even-order inter-modulation terms 
� Less sensitivity to flicker noise 
Main drawbacks of heterodyne architectures are [17], [25], [22]: 
� Image reject filter problem in fully integrated design. In many applications, this filter 

should be implemented using SAW filters or other technologies that can not be integrated 
in bulk CMOS technology. 

� Inherently complicated (needs two VCO and some mixers) 
� High DC power consumption 
� IF filter problem in fully integrated design 
� The LNA must drive 50Ω load (the off-chip image reject filter) and this adds to the power 

dissipation, gain and noise problems. 

V.1.2 Low-IF Architecture 

To benefit the advantages of the heterodyne receiver, meanwhile making it suitable for  fully 
integrated receiver and System-on-Chip integration, low-IF receiver architectures were 
developed [25], [17]. In these receivers the image signal is suppressed using complex signal 
processing and without need for sharp passive filters, as in heterodyne receivers. This 
architecture is widely used in recent communication and wireless applications [26], [27] ,[28]. 

The low-IF receiver rejects the image signals, like an Image-Reject Mixer (IRM), that its 
idea is based on the SSB2 signal transmission theory, developed by Hartley in 1928 [29], and 
Weaver in 1956 [30]. Actually rejection of the image signal is due to the fact that the desire 
signal and the image signal appear in the IF band with different phase, as depicted in Fig. V-2 
[31]. 

 
Fig. V-2. Representation of image rejection in a low-IF architecture, in frequency domain [31]. 

                                                
1 Automatic gain Control 
2 Single Side Band Transmitters 
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This receiver is implemented in two approaches [6], [19]. One is based on the Weaver 
method and the other is based on the Hartley method. The former also is known as phasing 
method. Two different implementation of low IF receiver architectures based on the Hartley 
method, have been shown in Fig. V-3 [32], [33]. Both of these use 900 phase shifter in the 
signal path, that introduces the limitation in the signal bandwidth, since the phase shifter is 
inherently narrow band. Weaver architecture has been shown in Fig. V-4 [25]. This 
architecture replaces the phase shifters in the signal path, with the phase shifters in the local 
oscillator path and consequently does not suffers from the signal bandwidth. Analysis of this 
architecture has been presented in [17]. Weaver architecture is suitable for digital 
implementation and has been widely used in recent years in CMOS technology [26], [27], 
[28].Mathematical interpretation of image rejection process in Weaver architecture has been 
given in Appendix E. 

Poly-phase filters [34], are widely used in low-IF receivers to improve the performance of 
low-IF receiver [17], [35]. Image reject performance of low-IF receiver is highly degraded in 
presence of the phase and gain imbalance in the mixer branches [6], [25]. In early CMOS 
technologies the typical phase mismatch of 30 was restricted the image rejection to 26 dB , but 
using special techniques 46 dB image rejection was possible [25]. In more recent technologies 
35 dB image rejection is achievable with the standard low-IF architectures, for below 10 GHz 
[19]. Some adaptive techniques have been used to improve the signal path mismatch in a low-
IF receiver [36], [37]. However these techniques are complicated and not suitable for low 
power applications, like WSN. A simple way to improve the image rejection of a low-IF 
receiver is using selective LNA. Using this method, in [38] 57dB image rejection at 2GHz has 
been reported and in [18] additional 12dB improvement has been achieved. 

 

 
(a)                                                                                      (b) 

Fig. V-3. Two different implementation of Hartley  low IF receiver: a) two phase-shifters with simple LO and 
[33] b) one phase-shifter with quadrature mixer [32]. 

 
Fig. V-4. Architecture of Weaver low-IF receiver [25]. 
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Weaver low-IF architecture is a good choice for WSN application, since it can be realized 

mainly in digital sections and hence yields a low-power receiver. Nevertheless, this is not the 
case for millimeter wave applications, in which high value of mismatch occurs between the I 
and Q signal passes. As an example, Razavi has reported 1.6dB/6.50 mismatch in 60GHz band 
for 90nm CMOS technology [13]. Using a simple analytic equation one can obtain an 
approximate value of image rejection [22]: 
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In which ∆A and  θ are the gain and phase imbalance for two signal paths. Inserting the above 
values in this equation we obtain 19.3dB image rejection that is very low for practical 
applications. On the other hand in mm-wave band some other crucial problems arise that 
corrupts the advantages of the low-IF architecture [13]. 

V.1.3 Direct Conversion Architecture 

Direct conversion receiver architecture (also recognized as zero-IF or Homodyne architecture) 
was considered as early as 1924, but as a crude receivers requiring only. In 1947 homodyne 
receiver was used in full effect for carrier based telephony [39]. However superior 
performance of heterodyne receivers pushed it out in the radio communication systems. 
Emerging the RF-CMOS and trends toward fully integrated transceiver, the zero-IF 
architecture was considered again. The first application of zero-IF technique in digital 
receivers was in 1980, in the FM paging receivers, firstly in ITT Standard Telecommunication 
Laboratories, and then in NEC and Philips paging receivers [39], [6]. In recent years many 
researches have been turned to the direct conversion transceivers [40], [41], [42]. 

The architecture of zero-IF receiver and transmitter has been shown in Fig. V-5. In the 
receiver, the RF signal amplified by a LNA then applied to a quadrature mixer. The local 
oscillator frequency is equal to the carrier frequency. Consequently the mixer translates the 
signal in the RF band, directly into the base-band. In the transmitter a band pass filter can be 
used before the power amplifier, to suppress the excess interference and noise in the 
transmitted signal [43]. If power control is required in a DCT, the power amplifier should 
handle variable output power.  

The most important advantage of the direct conversion receiver is solving the image signal 
problem, and hence the image reject filter [22]. On the other hand, in direct conversion 
receivers, the channel filtering takes place at base band, this has an advantage with respect to 
both integration as well as potential use in multi-standard and SDR1 applications [44]. With 
the desired channel modulated to base band, this enables the implementation of integrated, 
high-Q filter architectures capable of providing sufficient rejection of alternate channel energy 
before being digitized. Because the carrier is directly modulated to base band, there exists the 
possibility of integrating programmable base band signal processing either in the form of 
programmable filters or high-dynamic range ADCs followed by programmable digital 
channel filters to address variable bandwidth and frequency response requirements associated 
with different standards. In comparison with low-IF transceiver, base band signal in a direct 
conversion transceiver has less band width than low-IF architecture. Consequently the 
filtering in direct conversion architecture is less power consuming and ADC conversion can 
be done with half rate of low-IF architecture and hence with lower DC power consumption 
[45]. 
 

                                                
1 Software Defined Radio 
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Fig. V-5. Architecture of direct conversion transceiver [45]. 

V.1.3.1 Problems with Direct Converter Receivers 

The most important problem is the DC offset. The DC offset may have static or dynamic 
nature [46], [47], [48], [6], [22]. There are three main sources for dynamic DC offset:  

First is the unsuppressed carrier in the received signal that is directly converted to the DC 
signal in the mixer output. Carrier signal in the received signal is due to the weak SSB 
forming and/or receiver back emission. The receiver back emission is due to the LO signal 
leakage to the receiver antenna and propagation to other receivers. This effect is more crucial 
in direct conversion receivers, because LO frequency is exactly at the center of the LNA and 
antenna band [49]. On the other hand the LO leakage into the power amplifier in SSB 
transmitter causes the weak carrier suppression. This problem may be reduced using 
heterodyne transmitters [50], however in heterodyne system the noise in the transmitted signal 
due to the phase noise of LO, that is added to the transmitted signal (known as reciprocal 

mixing), is more  than the direct conversion transmitter, in which only one LO is used. 
The second contributor to the dynamic DC offset is the various leakage signals, inside the 

receiver, as well as the unwanted RF signals input from antenna [6]. Fig. V-6 shows the 
various leakage signals. Self mixing of LO signal and the input signal with their leakages can 
be reduced with proper placing of mixer and LNA in the receiver layout.  

The third contribution is the second order nonlinearity that leads to the detection of 
amplitude variations of the received signal [51], [49], [42]. If the received signal is strong 
desired signal, this effect increases the BER and hence degrades the dynamic range. If the 
strong received signal is not the desired signal (Interferer signal), then this effect degrades the 
receiver sensitivity. An efficient way to overcome this problem is using balanced circuits in 
the RF front-end. 

 
Fig. V-6. Self mixing of LO signal and the input signal with their leakages in a direct conversion receiver [6] 
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Static DC offset is mainly due to the transistor mismatch in the base band parts, after the 
mixer. Since the base band amplifiers in the direct conversion receiver have very high gain, 
even very small mismatch leads to a noticeable DC offset in the signal at the input of detector. 
In frequency domain, this offset appears in the middle of the down-converted signal spectrum 
and may be larger than the signal and much larger than the thermal and flicker noise. In the 
time domain the DC offset shifts the signal constellation and increases the bit error rate. 

Most efficient way to reduce the DC offset is using the modulation schemes by which the 
modulated signal has very low energy in the frequency band around DC. By this way one can 
simply reject the DC offset by a notch filter in DC [52]. As an example, wide-band FSK1 is 
not spectrally efficient, but it has been widely used in low data rate systems, like pagers [6]. 
FSK is a proper choice for wireless sensor networks, since it can be detected using very 
simple detectors [53], [54]. For many applications, e.g. digital cellular mobile 
communications, complicated spectrally-efficient modulations are needed. CDMA and 
WCDMA signals have very small energy in vicinity of DC, but for GMSK modulation, used 
in GSM mobile system, the spectra has its peak at DC [52]. Spectra of some modulations have 
been shown in Fig. V-7. 

The other way to reduce the DC offset is using adaptive compensations [55], [56], [57]. In 
TDMA systems, the DC offset can be measured in unused time slots and then the results can 
be used for DC offset compensation. However this method is useful only in the case of static 
DC offset. Burst-to-burst DC offset estimation, special feed back techniques and DC offset 
estimation are some techniques used for DC offset cancellation [58], [59], [60], [61]. In term 
of circuit design, Even Harmonic Mixers (EHM) can be used to reduce the LO leakages [57], 
[62]. 

After solving the DC offset, the flicker noise problem arises. Again the easiest solution is 
using signal spectral shaping, so that the signal energy distributed in the frequency band out 
of the region in which the flicker noise is trouble. The other way is to use technologies with 
low flicker noise corner. For example, the flicker noise corner for CMOS is about 1 MHz and 
for Bipolar is about few kilo hertz [52], [63], [22]. Flicker noise reduction in a direct 
conversion receiver has been widely studied in recent years and mixers with flicker noise 
corner as low as few tens of kilo hertz have been reported [42], [64], [65]. One useful, but 
complicate technique to rune away the flicker noise is dynamic matching mixer, in which 
using two extra mixing (down-conversion and then up-conversion)  the flicker noise spectral 
is separated from the signal spectra  [66]. 

 
 Fig. V-7. Power spectral density  for GMSK and CDMA modulations [52]. 

                                                
1 Frequency Shift Keying  
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Carrier adjustment and frequency dependent effects are other important problems in direct 
conversion receivers that can make the DC cancellation techniques ineffective. [67], [68], [6]. 
Even a small difference between the receiver LO and the received signal carrier frequencies 
can shift the signal spectra, so that the signal energy falls into the frequency bands in which 
DC offset or flicker noise is damaging. One solution is transmitting pseudo-random data in 
some unused or dedicated time slots and averaging the received signal to correct the receiver 
LO frequency [6]. 

V.1.3.2 Problems with Direct Converter Transmitters 

The most crucial problem in a direct conversion transmitter is VCO pulling [45], [68]. The 
most effective technique to reduce the unwanted effects on VCO in a direct conversion 
transmitter, is using VCO in two-thirds of the LO frequency. Then the VCO output is applied 
to a divide by two circuit and finally the VCO output and the divider output are mixed to 
generate the desired LO signal [69].  However this technique produces unwanted terms in the 
output. In [45] another scheme has been proposed to obtain pure signal in the synthesizer 
output. These techniques have been depicted in Fig. V-8. In high performance transmitters, 
Low-IF technique is used to overcome this problem [68].  

The second problem with direct conversion transmitter is generating quadrature LO signal. 
In spite of heterodyne architecture, in which quadrature LO signals are required in low 
frequency (in IF stage), the direct conversion receiver and transmitter needs the quadrature 
LO at RF frequency, in which the phase control is more complicated. Different techniques 
have been reported to generate the quadrature LO signal. Choosing the proper one is trade of 
between higher performance and lower power consumption [62], [70]. 

V.1.4 Transceiver Architecture for WSN 

Requirements of WSN, i.e. very low power and moderate performance has been forced the 
WSN transceiver designers toward very simple transceiver structures. Fig. V-9 shows some 
the transceiver architectures developed for WSN applications. Simple receiver structure of 
Fig. V-9(a) detects the envelope of 916MHz RF signal without converting it to IF band [71]. 
In this figure the transmitter is simply composed of an oscillator whose output is connected to 
the power amplifier input via a on/off switch (direct modulation). The transceiver shown in 
Fig. V-9(b) is another simple transceiver that uses super regenerative sampling oscillator to 
directly sample the 1.9GHz RF signal. Both of the receivers in Fig. V-9 do not need to local 
oscillator. The transmitter in Fig. V-9(b) is a very low power BAW1 resonator oscillator and a 
simple single stage power amplifier.  

           
(a)                                                                                                  (b) 

Fig. V-8. Frequency synthesize techniques to avoid VCO pulling in a direct conversion transceiver. The circuit 
in (a) produces unwanted harmonic in the output [69]. The circuit in (b) solves this problem in expense of more 

complexity [45]. 

                                                
1 Bulk Acoustic Wave 
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(a) 

 
(b) 

Fig. V-9. Simple transceiver structure developed for WSN applications, with direct detection of RF signal using 
(a) envelope detector [71] and (b) regenerative sampling [72] 

Rabaey et al. have reported power oscillator based transmitter in which the oscillator is used 
instead of power amplifier. They have used an accurate 90uW FBAR1 reference oscillator to 
luck the power oscillator by injection process (injection locked) [73]. Automatic Gain Control 
(AGC) is conventionally used in most of high performance receivers to increase the receiver’s 
dynamic range. However AGC increases the complexity and power consumption and hence 
logarithmic amplifier or RF limiter is used as inherit AGC in low performance receivers. In 
[72] a logarithmic amplifier has been used and in [71] multi channel base band structure has 
been developed to increase the dynamic range, mean while keep the receivers performance, 
without any power budget.  Many other techniques may be used to simplify the transceiver 
structure. Direct connection of LNA to antenna is a simple technique to simplify the receiver 
structure [74]. Envelope detectors have been used widely in WSN receivers, not only as 
amplitude detectors, but also as nonlinear low pass filter to discriminate the FSK signals [75]. 
To address the problems related to VCO in direct conversion transceivers, VCO in half of the 
local oscillator frequency has been used in [76]. This technique also reduces the VCO power 
consumption. 

W.2 Transceiver Design in Our Work 
Prior to design RF transceiver, some specifications and parameters of the WSN should be 
given. In our work, such data are not available and hence we will investigate the reported low 
power WSN transceivers to calculate some of the required parameters. A summary of 

                                                
1 Film (thin) Bulk Acoustic wave Resonator 
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reported WSN transmitters and receivers have been tabulated in Table V-1 and Table V-2, 
respectively. 

V.2.1 Radio Link Design 

Since the radio link has not been defined for our work, we should determine and design the 
items of radio like that are required in transceiver design. 

A) Carrier and IF Frequency 

Regarding the reported WSN transceivers in Table V-1 and V-2, all of the recently 
reported works have used carrier frequencies below 3GHz. However, higher carrier 
frequencies have the main advantages of higher immunity and antenna integration possibility. 
These advantages motivated us to try mm-wave band in our work. In recent years, mm-wave 
band has   been  considered   as   a   candidate     for   low power  short range     high data rate  

TABLE V-1 
Summary of Reported WSN Transmitters 

Reference [73] [72] [75] [77] [78] [71] [79] 
Year 2005 2006 2004 2004 2006 2007 2007 

Technology 130nm 
CMOS 

130nm 
CMOS 

130nm 
CMOS 

250nm 
CMOS 

130nm 
CMOS 

180nm 
CMOS 

180nm 
CMOS 

Frequency 
(GHz) 

1.9 1.9 1.9 0.9 1.9 0.916 0.44 

RF Power 
(dBm)* 

-6 0 1.6 -6 0.8 -11.4 
-2.2 

0 

DC Power 
(mW)** 

1.8 1.6 
1.8 

3.6 1.3 1.35 3.8 
9.1 

2.58 

Modulation OOK OOK OOK 
BFSK 

BFSK OOK OOK OOK 

Data Rate 
(kb/s) 

5 50 
156 

40 20 330 1000 40000 

Efficiency 
(%) 

25 32 
28 

16.5 19 46 NA NA 

* Radiated power, when TX is on 
** Average DC power, when TX is on 

TABLE V-2 
Summary of Reported WSN Receivers 

Reference [72] [75] [77] [76] [80] [74] [71] [81] [82] 
Year 2005 2004 2004 2007 2007 2007 2007 2006 2005 

Technolog
y 

130nm 
CMOS 

130nm 
CMOS 

250nm 
CMOS 

180nm 130nm 
CMOS 

130nm 
CMOS 

180nm 
CMOS 

180nm 
CMOS 

180nm 
CMOS 

Receiver Non-
coheren

t 

Non-
coheren

t 

Non-
coheren

t 

Non-
coheren

t 

Non-
coheren

t 

Non-
coheren

t 

Non-
coheren

t 

Non-
coheren

t 

Non-
coheren

t 
Frequency 

(GHz) 
1.9 1.9 0.9 2.4 2.45 2.2 0.916 2.4 0.433 

Sensitivity 
(dBm) 

-100.5 -78 -94 -90 -90 -53 -37 
-65 

-90 -50 

DC Power 
(mW)* 

0.45 3.6 1.3 1 0.6 2 0.5 
2.6 

1 3.1 

Modulation OOK OOK 
BFSK 

BFSK BFSK BFSK OOK OOK BFSK OOK 

Data Rate 
(kb/s) 

5 40 20 100 NA 3000 1000 100 2000 

BER 1e-3 NA NA 1e-3 1e-3 NA 1e-3 1e-3 NA 
*Average DC power, when RX is on 
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communications, such as WLAN1 and WPAN2 [83], [13], [84]. Higher carrier frequency 
allows small and antenna, but increases the DC power drastically [85]. 

Obviously increasing the carrier frequency increases the path loss and hence more 
transmitter power is required. Mathematically, the path loss can be calculated as [81], [86], 
[87]: 

( ) ( )
attenn

n

path L
d

dL +=
λ

π
24

log10  (V-2) 

Where d is the distance of two nodes, λ is wave length and Latten is the attenuation in the path. 
Although increased path loss forces the low power WSN designers toward lower carrier 
frequencies, the network reliability and interference and jamming immunity is an important 
motivation for higher carrier frequencies. Another important issue is the energy-per-bit value. 
Energy-per-bit is measure of comparing the energy efficiency of low power transceivers [71], 
[88], [89] and is calculated as: 

DCbb PTE ×=  (V-3) 

Where PDC is the average DC power and Tb is time duration of single bit. This equation 
implies that for a given DC power, increasing data rate decreases the energy-per-bit, and this 
means more energy efficient transceiver. As mentioned, wider IF band is possible if higher 
carrier frequency is used. Consequently, higher data rate is achievable and regarding (V-3), 
this means that energy efficient transceiver is achievable with higher carrier frequencies. 
However when data rate increased, the receiver bandwidth should be increased and regarding 
the receiver sensitivity equation [71]: 

( ) NFSNRBandwidthHzdBmdBmySensitivit +++−= log10/174)(  (V-4) 

the receiver sensitivity is reduced. This directly translates to the higher transmitted power and 
consequently increasing DC power consumption. We have chosen the 30GHz carrier 
frequency in our design to evaluate mm-wave band ability in WSNs. 

Selecting IF frequency is a compromise between the image reject capability in one side, 
and the IF stages power budget and the detector performance, in the other side. Better  image 
signal rejection is achieved in higher IF and better detection and more low power and flexible 
IF stage is obtained in lower IF frequency. We found 2GHz frequency as a good compromise. 

B) Transmitter Power 

Regarding Table V-1, transmitter’s radiated power is about few milliwatts in reported WSNs. 
This ensures that the transmitter power consumption be in order of power consumption of 
other circuits of WSN node. In our work the power consumption of receiver blocks is 
predicted to be about 10mW. Consequently assuming about 25% efficiency for the 
transmitter, we chose 5mW as the radiated power of transmitter. Regarding Table V-1, 25% 
efficiency in mm-wave seems difficult, but we have achieved it using power oscillator 
transmitter.  

C) Modulation Scheme 

To overcome the band-width limitations, traditional cellular and wireless local area network 
(WLAN) standards have grate emphasis on spectrally efficient modulation schemes, such as 
Gaussian Minimum-Shift Keying (GMSK) or Quadrature Amplitude Modulation (QAM). In 
addition, coherent receivers are mandatory to increase the channel capacity for a given 
bandwidth. However, these transceivers consume too much energy for sensor network 
applications. To address this problem, in 2003 the IEEE approved the 802.15.4 standard for 

                                                
1 Wireless Local Area Network 
2 Wireless Personal Area Network 
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low-power wireless personal area networks (WPANs). 802.15.4 supports both Binary Phase-
Shift Keying (BPSK) and Offset Quadrature Phase-Sshift Keying (O-QPSK) modulation at a 
maximum data rate of 250 kb/s. Current 802.15.4 transceivers consume tens of milliwatts and 
have approximate energy per bit values of 100 nJ/bit, which is less than cellular systems but 
still too high for sensor network applications [71], [71]. 

To achieve very low energy-per-bit, very simple modulations, in conjunction with non-
coherent receiver structure have been used in WSNs (See Table V-2). In a non-coherent 
receiver, in contrast with coherent receiver architecture, no oscillator is required for phase 
synchronization and the receiver can turn on quickly. Furthermore, when received power 
levels are large, the power consumption can be dramatically decreased as little RF gain is 
required and no RF oscillation must be sustained. 
Two modulation schemes, i.e. On-Off Keying (OOK) and Binary Frequency Shift Keying 
(BFSK) have been widely used in WSN applications (See Table V-1 and V-2). Fig. V-10 
shows simple implementation of these modulations. Both of these modulations are constant-
envelop and hence non-linear power amplifiers can be used. Actually theses modulations are 
not band-width efficient, but are energy efficient [74]. In comparison with OOK, FSK needs 
more complicated transceiver. FSK needs complicated VCO and in some cases two VCO is 
used [73], [90]. Detection of FSK is more complicated than OOK.  OOK receiver enables the 
use of an envelope detection based receiver [71]. In [75] receiver has two branches and can 
operate as FSK or two OOK branch and noted that OOK is more preferable for dense WSN. 
In [87] PPM1 and OOK have been compared and using analysis of battery life time, it has 
been deduced that for dense WSN OOK modulation is more energy efficient, but for spars 
WSN PPM is better choice. UWB2 signaling was defined by FCC3 in Feb. 2002, is a good 
candidate for low-power short range communications and has some advantages in WSN 
applications [91], [1]. However this technique needs complicated transceiver structure. We 
have chosen OOK in our design and will analyze it in detail in the next sections.  

D) Receiver Sensitivity  

Receiver sensitivity is defined as the minimum receiver input power, by which the minimum 
performance of the communication system is achieved. Bit Error Rate (BER) is used as the 
performance measure in many communication systems and specially in WSN (See Table V-
2). As deduce from Table V-2, maximum BER value of 1e-3 has been accepted as standard 
value in WSN applications. So the objective in our work is to obtain BER less than 1e-3.  

 
Fig. V-10. Principle of OOK  and BFSK  modulations 

                                                
1 Pulse Position Modulation 
2 Ultra Wide Band 
3 Federal Communication Commission  
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For a given modulation scheme, BER is a function of SNR. Theoretical value of required 
SNR to achieve BER of 1e-3 with OOK modulation is 16dB [71]. In a dense WSN maximum 
range (distance between two communicating nodes) is about few tens of meters. For example, 
Rabaey et al. (Frontiers of WSN in Berkeley wireless research center) have designed their 
WSN node for less than 10 meters [73], [78]. Similarly, in [71] less than 10 meters range has 
been considered. In [77] sensor node has been designed for 16 meters range. In [80] 10-20 
meters range has been considered and in some other works the sensor nodes have been 
designed for 20 and 30 meters range [76]. Regarding this suggestion, we have considered the 
maximum nodes distance equal to 10 meters in our work.  

After determining the transmitter radiation power and range, the receiver sensitivity can be 
calculated using Friis wave propagation equation [92]. It must be noted that accurate 
calculation of the path loss, specially for indoor applications is very complicated and Friis 
equation calculated the path loss for a point-to-point communication. However this equation 
can be used as a primary design guideline in WSN applications [71]. Friis equation calculates 
the ratio of received power to transmitted power: 

tr

t

r GG
dP

P
2

4








=

π

λ
 (V-5) 

Where Pr and Pt are received and transmitted powers, respectively, λ is wave length and d is 
the nodes distance. Gr and Gt are the receiver and transmitter antennas gain, respectively.  

Integration of antenna on chip is possible in mm-wave band and half- wavelength dipole 
antenna is a good choice for this purpose [93].  Maximum directivity of half-wavelength 
dipole is 1.64 and hence for an antenna with 100% radiation efficiency, the gain of 2.15dB is 
expected [94]. However, integrated antenna in CMOS technologies suffers from high 
substrate loss and hence the antenna gain is considerably reduced. Half- wavelength dipole 
antenna has been designed and measured in [93], in bulk CMOS and HR1-SOI CMOS 
technologies in Ka band. In bulk CMOS, gain of -8dB has been measured at 36GHz and in 
SOI CMOS the measured gain is -2dB at 40 GHz. We consider half- wavelength dipole in our 
design and the antenna gain is assumed to be -8dB for both of receiver and transmitter. We 
assume -7dB gain for both of receiver and transmitter antennas at 30GHz. 

Now, for given carrier frequency of 30GHz, node distance of 10 meter, transmitted power 
of 5dBm and antenna gain of -7dB, we can calculate the required receiver sensitivity from (V-
5). The calculated required sensitivity is equal to -90.5dBm. 

E) Data Rate and Receiver Band Width 

In the preceding section we calculated the minimum SNR and the receiver sensitivity equal to 
16dB and -90.5dB, respectively. To calculate the receiver band width we use (V-4). For this 
purpose the receiver noise figure must be determined. Based on our experience NF 8dB is 
achievable in our work. This is not strange, considering the reported values of NF in mm-
wave band and 90nm CMOS technology [13], [14]. Now using (V-4) the receiver band width 
is calculated: 

KHzBW

NFSNRtSensitiviy

89010 10

174

==







 −−+

  (V-6) 
This is the maximum bandwidth of the receiver. We can choose the bandwidth less than 
890KHz to gain better sensitivity or to relax the noise figure requirement. The receiver data 
rate (bit-per-second) is chosen equal to the receiver bandwidth.  

                                                
1 High Resistivity  
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V.2.2 Transceiver Architecture 

The specifications of the developed radio link have been listed in Table V-3. Based on the 
features of this radio link we propose the transceiver structure for our work. The transceiver 
architecture in our work has been shown in Fig. V-11. To relax the isolation between 
transmitter and receiver, we have used TR switch, instead of duplexer. This is necessary, 
since in our design receiver and transmitter are in the same frequency band. Remind that in 
networks for which the receivers communicate with a single base station, such as mobile 
phone cellular networks, TX and RX can be in different frequency. However in WSN 
applications all of the sensor nodes must have the ability to communicate with each other and 
hence the RX and TX must be at same frequency. All blocks of the receiver and transmitter 
can be switched to idle or active states to save the battery energy.  

In receiver branch, the Image Reject Filter (IRF) has been placed prior to LNA to reject the 
input signals in the image band. Even-harmonic mixer has been adopted for lowering the 
VCO1 power consumption and to increase the VCO signal quality [95], [96], [97], [98]. As 
will be explained later, in the even harmonic mixer the VCO frequency is half of the required 
LO frequency in conventional mixer. This eliminates the frequency pulling due to the leakage 
signals with frequency close to the VCO frequency [73]. In addition, VCO power 
consumption decreases drastically with decreasing the frequency [76]. Multi-slice IF amplifier 
and limiter, proposed in [71], has been used for increasing the receiver’s dynamic range and 
improving the receiver performance, without any power budget. In each slice, the last IF 
amplifier acts as a limiter. At any time instance, only one slice is active, depending on the 
received signal strength.  IF slice (IF gain) selection is performed by the RSSI2 unit that 
measures the input signal strength [99]. The signal amplitude is extracted by an envelope 
detector. Then a comparator is used for decide that the input data is “1” or “0”. Demodulation 
of OOK signal is performed by envelope detection and simple comparison with a threshold 
voltage. 

Transmitter is composed of a simple power VCO. Although OOK modulations permit the 
use of non-linear high efficiency class E power amplifiers, we encountered with some 
problems in drive stage of class E power amplifier in 30GHz band. 
 

 
Fig. V-11. Proposed transceiver architecture with multi-slice IF amplifier and EHM in the receiver and power 

oscillator (PVCO) in the transmitter 

                                                
1 Voltage Controlled Oscillator 
2 Received Signal Strength Indicator 
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Table V-3 
Features of the Designed Radio Link 

Carrier 
Frequency 

IF 
Frequency 

RX 
Sensitivity 

TX 
Power 

Channel 
Modulation 

Data 
Rate 

Band 
Width 

RX Noise 
Figure  

30GHz 2GHz -90.5dBm 5mW OOK 890KBps 890KHz 8dB 

 

V.2.3 The Receiver Architecture 

The receiver branch is composed of LNA, VCO, even-harmonic mixer, multi-slice IF 
amplifier, envelope detector and comparator. The LNA has been described in Chapter IV. 
Other blocks are described briefly here.  

V.2.3.1 VCO Block 

Frequency source of a coherent receiver is very complicated and is a power hungry part of 
receiver. However in WSN receivers in which receiver is non-coherent, a simple VCO is 
sufficient and as mentioned, even in the case of low RF frequency, VCO is not needed. Due to 
its low power, high start-up reliability and good tuning range and differential output, cross-
coupled oscillator is the most popular VCO circuit in CMOS RF transceivers [100], [101], 
[102]. In low power applications, complementary cross-coupled architecture is preferred over 
only-NMOS cross-coupled architecture [101], [103], [104]. For equal bias current, voltage 
swing of complementary cross-coupled is twice of the only-NMOS cross-coupled. Regarding 
to the Lesson phase noise equation [103], phase noise is inversely proportional with the 
square of the voltage swing.  

The main this advantage of cross-coupled VCO is its high noise phase. Phase noise is the 
most important parameter of VCO for high data rate communication, but is not important for 
low data rate non-coherent receivers [76], [103], [73]. In high data rate receivers, phase noise 
causes jittering in the received pulses and this lowers the eye diagram opening in horizontal 
direction. If pulse duration is low, the eye opening reduction can cause noticeable increase of 
BER [105]. As mentioned, WSNs are low data rate systems and hence phase noise is not 
critical for them. 

Vtune

Vdd

Vbias

Vdd

Vtune
Vtune

Vdd

Vbias

(a) (b) (c)
 

Fig. V-12. Schematic view of NMOS cross-coupled (a), complementary cross-coupled (b) and current reuse 
cross-coupled (c) oscillators 
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Fig. V-13. Schematic view of Pierce oscillator (a), Miller oscillator (b) [107] and the oscillators proposed in our 

work: current reuse Pierce-like oscillator (c) and current reuse Miller-like oscillator (d) 

 
Fig. V-14. Small signal model of Pierce-like (a) and Miller-like (b) oscillators 

Cross-coupled topology has been considered in WSN applications [103], [73]. 
Nevertheless other VCO circuits may be necessary in some cases. Due to low efficiency of 
power amplifiers in low power transmitters (See Table V-1), the trend in WSN is to avoid 
them or use very simple power amplifiers. One solution is using power oscillator in 
transmitter, by which the oscillator is connected directly to antenna [103], [73]. However 
when oscillator is connected to antenna, antenna load reduces the VCO quality factor and 
reduces the frequency stability. 

To overcome this problem, a simple ultra low power reference oscillator is required. For 
example, in [73] a simple 90uW FBAR oscillator with Pierce topology has been used for 
injection locking the power oscillator. Some other simple oscillator circuits have been used in 
WSN applications [72], [75]. Tuned Input-Tuned Output (TITO) configuration was reported 
in 2008 in [102]. Current reuse is a common way to reduce power consumption in low power 
applications. Two current reuse oscillator circuits have been proposed for WSN applications. 
One circuit is obtained with some modification of complementary cross coupled oscillator 
[76], [79], denoted as current reuse cross-coupled, and the other is a Pierce oscillator [106].  

We have examined three oscillator circuits in our work. First circuit is the above 
mentioned current reuse cross-coupled configuration. This circuit has been shown in Fig. V-
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12, in comparison with NMOS and complementary cross-coupled oscillators. Two other 
circuits are modifications of Pierce and Miller oscillators [107], as shown in Fig. V-13 and we 
denote them as Pierce-like and Miller-like configurations, respectively. So we excluded it 
from our investigation.  
To investigate the characteristics of three low power oscillators, i.e. current reuse cross-
coupled, Pierce-like and Miller-like oscillators, and compare them we perform a simple 
analysis. 

A) Pierce-like Oscillator 

The small signal equivalent of Pierce-like oscillator has been shown in Fig. V-14. Miller 
equivalent of gate–drain feedback capacitance has been considered as a part of gate and drain 
nodal capacitances. Using this figure the loop gain is calculated as: 

( )Y
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11 2
2 +
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where: 
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Q is the inductor’s quality factor: 

LR

L
Q

ω
=  (V-9) 

And Cg and Cd are equivalent input capacitances of two transistors at gate and drain nodes, 
respectively. Using Miller approach and considering that in oscillation the gate-drain voltage 
gain is equal to -1, these capacitors are calculated as: 
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gdngdpd
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 (V-10) 

n and p denotes for NMOS and PMOS transistors, respectively. Assuming that the equivalent 
capacitance in gate and drain nodes are equal, we can write: 
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2
 (V-11) 

Substituting (V-10) in (V-7) we rewrite the loop gain equation: 
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For a given DC power consumption, the transistors small signal model elements are 
determined and hence we have two design parameters, i.e. L and C. Oscillation occurs when 
the loop gain is unity. Consequently the oscillation conditions and oscillation frequency is 
obtained: 
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In practice there are many losses in the circuit, such as inductors and substrate losses that can 
be modeled as a shunt conductance at the drain node. Consequently, we rewrite the oscillation 
condition as: 

( )
1

21
2

>

+







+

+
+







+

+
+

+
=

loss

dpdndpdn

dpdn

mpmn

L

g
Q

L

LQ

gg

LQ

gg
ggL

gg
A

ω

ωω
ω

 (V-14) 

where gloss is the conductance equivalent to the losses. If we assume ideal inductor, the 
equations reduce to: 













>
++

+
=

=

1

2

11

lossdpdn

mpmn

L
ggg

gg
A

LC
f

π
 (V-15) 

Obviously, more loss in the circuit corresponds to higher gm and hence more power 
consumption. 

B) Miller-like Oscillator 

In the case of Miller-like configuration, using Fig. V-14(b) we deduce: 
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And GLi is equivalent to the inductor’s loss, defined as: 
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Assuming that effective shunt inductance in gate and drain is equal, we can write: 
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where L is effective shunt inductance in gate and drain nodes and G represents  the quality 
factor of the effective inductance and is calculated as: 
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Cg and Cd are similar to the previous section, calculated in (V-10). Substituting (V-10) and 
(V-19) in (V-17) we obtain: 
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And using (V-16) we calculate the loop gain: 
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Oscillation occurs when the loop gain is unity and hence we obtain the oscillation conditions, 
after substituting G from (V-20): 
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C) Current Reuse Cross-Coupled 

To analyze the current reuse cross-coupled oscillator, consider Fig. V-15. The oscillation 
occurs when the admittance seen from X-Y nodes is equal to the negated of LC resonance 
circuit admittance. Regarding to Fig. V-15, from the small signal model we can write: 
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Subscribes n and p denotes NMOS and PMOS transistors, respectively . On the other hand, in 
the oscillator we have: 
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So after some calculations we deduce: 
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And the admittance to the X-Y nodes pair is obtained: 
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Oscillation occurs when YXY is equal to the minus of the LC resonance circuit. Consequently 
we obtain: 
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After some manipulations we obtain the oscillation conditions: 
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(a) (b)
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Fig. V-15. (a) Equivalent circuit and (b) small signal model of current reuse cross-coupled oscillator 
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For compatibility with the two later analyses, we define the loop gain, considering additional 
losses: 
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D) Comparing the Oscillators 

Using the analytic equations derived in the previous section, we compare three oscillator 
circuits to choose the proper one for our applications. Regarding section V.2.2.1, VCO 
frequency in our transceiver is half of the carrier frequency. Consequently, we compare three 
VCOs at 15GHz. Regarding the analytic equations, we have freedom in selecting the inductor 
value for all of the above oscillators. This is very useful, because the inductor has its 
individual optimization process, but each capacitance is easily by MIM capacitors. Based on 
our experience, we choose the inductance equal to 600pH for all three oscillators and the 
quality factor is obtained equal to 15. To obtain maximum swing, the NMOS and PMOS 
transistors are sized to achieve Vdd/2 volts at the drain.  

With these conditions we have used our MOS transistor model for designing three 
oscillators for various power consumptions. The loop gain of Pierce-like, Miller-like and 
current reused cross-coupled oscillators have been shown in Fig. V-16. The loop gains have 
been calculated using (V-12), (V-21) and (V-29), respectively. Note that for all powers, the 
phase of loop gains are zero. This figure has very important implications: For high power 
applications, the current reused cross-coupled topology has excellent loop gain. High loop 
gain implies that the oscillator has very good drive capability. However for low power  
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Fig. V-16. Loop gain of Pierce-like, Miller-like and current reused cross-coupled oscillators at 15GHz, designed 

with various DC powers using (V-12), (V-21) and (V-29), respectively. 
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Fig. V-17. Loop gain of Pierce-like, Miller-like and current reused cross-coupled oscillators as a function of 

frequency, designed at 15GHz 

applications, less than 2mW in our case optimized Miller oscillator out performances the 
current reused cross-coupled topology. Consequently this oscillator is a good choice for WSN 
applications. Optimized Miller oscillator has week performance, in comparison with two other 
oscillators. Fig. V-17 shows the loop gain of three oscillators, as a function of frequency. The 
oscillators have been designed for 1mW power consumption and 15GHz oscillation 
frequency. This figure shows that the feedback network of Pierce-like and Miller-like 
oscillators have low-pass and high-pass nature, respectively, as it is evident from their 
circuits. As we will show, high-pass nature of Miller-like oscillator leads to semi-square 
signal that is useful in power amplifier drive circuits. 

To compare the swing and phase noise of three oscillators, we have designed them using 
the derived equations, for 15GHz and 1mW. Then the designed oscillators have been 
simulated in the STMicroelectronics CMOS 90nm design kit. Fig. V-18 shows the phase 
noise of three oscillators. Miller-like oscillator has the best phase noise, -83dBc/Hz at 
100KHz offset. As we mentioned, phase noise is not important in low data rate 
communications, especially in dense WSN applications. Waveforms of oscillators have been 
shown in Fig. V-19. From this figure we deduce that Miller-like oscillator has semi-square 
signal that is useful in driving switch mode power amplifiers.  
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Fig. V-18. Phase noise of 1mW, 15GHz Pierce-like, Miller-like and current reused cross-coupled oscillators, 

simulated using foundry design kit and Spectre-RF simulator 
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Fig. V-19. Wave forms of 1mW, 15GHz Pierce-like, Miller-like and current reused cross-coupled oscillators, 

simulated using foundry design kit and Spectre-RF simulator 

As we mentioned, the semi-square waveform is due to the high pass nature of feedback 
network in Miller-like oscillator. Wave forms of Pierce-like and current reuse cross coupled 
oscillators are the same, but regarding Fig. V-16, the later has higher driving capability. In 
addition, current reuse cross-coupled oscillator is suitable for the cases in which VCO with 
differential outputs is required. In Miller-like configuration, the inductors are grounded in one 
end and this makes possible use of line-type inductors. 
As a consequence of the above suggestions, we have chosen current reuse cross coupled 
oscillator as local oscillator for the receiver and Miller-like oscillator as direct modulator and 
driver for class-E power amplifier in the transmitter. 
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V.2.3.2 Even Harmonic Mixer 

Sub Harmonic Mixers (SHM) offer an alternative solution to fundamental mixers, possessing 
some advantages over fundamental mixers, in some applications. Unlike fundamental mixers, 
in which the VCO frequency is equal to the required LO frequency, in nth order SHM, the 
VCO frequency is equal to 1/n of the LO frequency. Due to some limitations, practical value 
of n is not greater that 4 [108], [84]. SHMs with even value of n are known as Even Harmonic 
Mixers (EHM). 

The leakage generated by the coupled LO signal is the most important design issue in 
direct conversion receivers. As explained in section V.1.3.1, LO signal leakage enters into the 
mixer and generates DC components in the mixer output that degrades the received signal 
quality. This problem can be drastically reduced by using EHMs [96], [109], [108]. The other 
advantage of SHM is reducing the pulling effect of the power amplifier output signal. Power 
amplifier output is a high power wide spectrum signal and can leak into the VCO and reduce 
the VCO output quality by pulling its frequency [73]. In mm-wave applications, in addition of 
the above advantages, using SHMs allows use of low frequency VCO with better phase noise, 
higher output power and lower DC power consumption [110], [84], [111], [109]. 

Sub-harmonic technique can be applied for both of active and passive mixers. Like 
fundamental harmonic passive mixers, passive SHMs have lower DC power consumption and 
better noise performance, in expense of low conversion gain. In addition they are free of DC 
offset, an important issue for direct conversion receivers [109], [112]. In contrast to passive 
SHMs, active SHMs offers high conversion, higher linearity and higher reverse isolation that 
makes them attractive for many applications, specially in mm-wave band [110], [96]. In 
frequencies well below mm-wave band, 4th order SHM with doubly balanced Gilbert cell 
structure posses good performance [108]. However this mixer needs 8-pahse LO signal that is 
very difficult to achieve in mm-wave band. Simple mixer circuits, such as gate-pumped [110] 
and single-balanced active CMOS mixer [96] are of more interest in mm-wave band.  

We have used the EHM circuit proposed in [96], with small difference. Conventional 
single balanced active CMOS mixer, the even harmonic mixer proposed in [96] and the 
similar one in our work have been depicted in Fig. V-20. In our design IF filter has been 
merged in the mixer, to reduce the power consumption and increase the conversion gain. Here 
after we denote the EHM of Fig. V-20 as active CMOS EHM. In a conventional single 
balanced active CMOS mixer, the RF signal is applied to the gate of tail transistor and the 
differential pair transistors are switched (in ideal case) on/off by LO signal. In contrast, in the 
active CMOS EHM the RF signal is applied to the differential pair transistors and the LO is 
applied to the tail transistors.  

The operation principles of both of mixers have been depicted in Fig. V-21. To compare 
the performance of these mixers, we calculate their conversion gain in ideal operation 
condition. Assuming single-tone RF signal, for conventional active CMOS mixer we can 
write: 

( ) ( ) ( )

( ) ( ) ( )2/cos2/

cos

TtPtVgTtPvgi

tPtVgtPvgi

TRFmTRFmd

TRFmTRFmd

−=−=

==
−

+

ω

ω
 (V-30) 

where w is the carrier angular frequency, gm is the tail transistor’s trans-conductance and 
PT(t)  is the pulse train with period T and unit amplitude.  Using Fourier series expansion of 
PT(t) and tacking the low frequency terms in the expansion  of (V-30) we deduce: 
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Fig. V-20. Conventional active CMOS mixer, the even harmonic mixer proposed in [96] and the even harmonic 

mixer in our work 
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As an approximating, we assume that gm is proportional to the transistor’s current, i.e. 
( ) ( )titg dm ⋅= ϕ  (V-32) 

φ is the proportionality coefficient. So from (V-31) we obtain: 

RF

dd
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P
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π

2
=  (V-33) 

where IIF is the amplitude of the IF component of drain current and Vdd is drain supply 
voltage. In the case of active CMOS EHM we have: 
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And with similar approach we obtain: 

RF

dd

DC
IF V

V

P
I

ϕ

π

2
=  (V-35) 

That is exactly the same as the active CMOS mixer. This shows that with equal DC power, 
the even harmonic mixer has potentially the same conversion gain as the active CMOS mixer. 

To obtain an accurate analytic equation of active CMOS EHM, we deal with the realistic 
condition, in which the tail transistors are driven by a sinusoidal voltage, as shown in Fig. V-
22. Reminding that in short-channel MOS transistors, for large gate-source voltage, the drain 
current is linear function of gate-source voltage, and regarding that the LO signal amplitude is 
well beyond the device threshold voltage, we can approximate the tail current as: 
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Fig. V-21. The operation principles of conventional active CMOS mixer and the active CMOS even harmonic 

mixer 

Where α  is a constant equal to 1.2. Accurate and approximated value of drain current has 
been shown in Fig. V22. Using this figure we can calculate the DC component and first 
harmonic of the tail current: 
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where To and ωo are period and angular frequency of the VCO, respectively and: 
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Now we can approximate the tail current: 
( )tIIi ttt 010 2cos ω+≈  (V-39) 

Note that higher components of the drain current have no effect on the conversion gain, but 
they cause losses in the equivalent resistance between the supply and ground. 

( ) ( )

( ) ( )ttII
Vi

i

ttII
Vi

i

tt
RFt

d

tt
RFt

d

ωω
ϕ

ωω
ϕ

cos2cos
42

cos2cos
42

010

010









+−=









++=

−

+

 (V-40) 

High frequency components are filtered out and the IF current is obtained: 
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 (V-41) 

The mixer normalized conversion gain (trans-conductance) is obtained as: 
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Fig. V-22. Representation of tail drive signal (LO signal) of active CMOS even harmonic mixer 

On the other hand, power consumption of mixer is calculated using (V-37): 
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So we deduce: 
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ton is calculated using this (V-38) and for given PDC and VCO signal frequency and amplitude, 
the VCO signal offset (gate bias of tail transistors) is calculated. Then the normalized 
conversion gain is calculated using (V-42). This makes possible to analytically calculate the 
optimum LO drive signal level and offset for the EHM. For example, normalized conversion 
gain of a 14GHz active EHM has been calculated using (V-42) with different DC power 
consumption values and has plotted in Fig. V-13 as a function of LO signal level. This figure 
shows that for each DC power, there is an optimum LO signal level. 
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Fig. V-23. Normalized conversion gain of a 14GHz active EHM with different DC power consumptions, 

calculated using (V-42) 
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In our work, the VCO frequency and RF signal frequency are 14GHz and 30GHz, 
respectively. We have dedicated 2mW for mixer. The mixer was optimized using our analysis 
results and using optimization in Spectre-RF simulator and attached 90nm CMOS foundry 
design kit. Periodic Steady State (PSS) analysis, in conjunction with Periodic S-Parameters 
analysis was used for simulation of the designed mixer. S-parameters of the mixer have been 
shown in Fig. V-24. Both of input and output matching are good in the desired IF frequency. 
Conversion gain has been plotted in Fig. V-25. 4-dB conversion gain has been obtained at 
2GHz. 3-dB band width is 180MHz and gain has ±0.5dB flatness in 60MHz bandwidth. Fig. 
V-26 shows the simulated single side band (SSB) and double side band (DSB) noise figures. 
Fig. V-27 shows the power spectrum of the supply voltage and the mixer draws 2.2mW DC 
power from 1V supply. Tail current of the mixer, obtained from simulation and from our 
analytic model has been shown in Fig. V-28. This figure reveals the accuracy of our simple 
model. Performance of the designed mixer has been compared with the recently published 
mm-wave mixers in Table V-4. Based on our knowledge, as the table shows, our design has 
superior performance for ultra low power applications. 

 
Fig. V-24. S-Parameters of the deigned mixer, simulated in Spectre-RF simulator and CMOS 90nm foundry 

design kit, with PSS and PSP analysis 

 
Fig. V-25. Conversion gain of the deigned mixer, simulated in Spectre-RF simulator and CMOS 90nm foundry 

design kit, with PSS and PSP analysis 
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Fig. V-26. Single Side Band (SSB) and Double Side Band (DSB) noise figure of the deigned mixer, simulated in 

Spectre-RF simulator and CMOS 90nm foundry design kit, with PSS and PSP analysis 

 
Fig. V-27. Power spectrum of the supply voltage in the deigned mixer, simulated in Spectre-RF simulator and 

CMOS 90nm foundry design kit, with PSS and PSP analysis 

1 2 3 4 5 6 7

x 10
-11

0

5

x 10
-3

Time (Sec)

T
a
il 

C
u
rr

e
n
t 

(A
)

 
Fig. V-28. Tail current of the designed mixer, obtained from simulation in Spectre-RF (a) and obtained from our 

simple analytic model (b) 
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TABLE V-4 
Comparison of Recently Published Ka Band Mixers 

Ref. Year Topology Technology Frequency 
(GHz) 

NF (DSB) 
(dB) 

CG 
(dB) 

DC 
Power 
(mW) 

[109] 2008 D. Bal. Gilb 
Cell EHM 

0.13um 
CMOS 

24 10 3.2 21.8* 

[113] 2004 S. Bal. Gilb. 
Cell 

90nm 
CMOS 

30 10.5 -2.6 20 

[111] 2008 Gate 
Pumped 

SHM 

GaAs 28~32 NA -13~-15 9.3 

[114] 2007 Gilb. Cell 90nm 
CMOS 

25~75 NA 3 93 

[115] 2007 Gilb. Cell 0.18um 
CMOS 

28 15 12.5 40 

This Work** 2008 Active EHM 90nm 
CMOS 

30 5.8 4 2.2 

*Plus RF pre-amp and IF buffer 
**Simulation in Foundry design kit 

V.2.3.3 IF and Base Band Circuits 

IF stage has been designed as multi-slice amplifier, the voltage gain of each channel is one 
decade higher than the preceding channel. Regarding the received signal strength, proper 
channel and hence proper IF gain is chosen. This method eliminated the need for AGC and 
meanwhile preserves the advantages of AGC over limiter or logarithmic amplifiers. At each 
instance in the on period of the receiver, only one channel is active and the others are in idle 
state with very small power consumption. Schematic of the multi channel IF amplifier has 
been shown in Fig. V-29. Each amplifier cell is a simple inverter-like class A amplifier with a 
resistor between gate and drain of transistors [74]. This resistor has the self-bias roll, as well 
as feed back effect to linearize the amplifier. The last amplifier cells in each slice has the roll 
of limiter amplifier.   

The multi-slice IF amplifier was designed and optimized using Spectre-RF simulator and 
the 90nm CMOS foundry design kit. Each CMOS stage draws about 100uA and 15nA in 
active and idle state, respectively. So maximum and minimum power consumption when 
receiver is on, is about 400uW and 100uW, respectively. Gain of the IF amplifier with 
different channel states have been shown in Fig. V-30.  

Noise effect of the IF amplifier may be considerable when Channel I is on, i.e. in the 
maximum IF gain. In this state the IF amplifier has the worst noise performance. To 
investigate the noise effect, we have simulated the output noise voltage spectral density, when 
Channel I is active, shown in Fig. V-31.  The noise spectral density in around 2GHz is about 

HzV /6µ . Considering about 200KHz bandwidth of receiver, the voltage noise standard 

deviation is obtained 2.68 mV. As will be explained, we have designed the receiver for 
300mV IF signal amplitude, prior to the detector and hence the noise of IF amplifier has no 
noticeable effect in the receiver performance.  

The envelope detector is after IF amplifier and detects the IF signal amplitude. The 
envelope detector circuit  schematic has been shown in Fig. V-32, that is a common-drain 
differential stage, biased close to the sub-threshold region. This stage converts the IF voltage 
signal to a rectified current signal that is filtered by a RC filter that keeps the low frequency 
(base band OOK pulses) and grounds the high frequency components. 
The voltage transfer curve of the envelope detector and its power consumption has been 
obtained using simulation in Spectre-RF and has been depicted in Fig. V-33. The detector has 
linear response for the IF signal amplitude greater than about 100mV. 
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Fig. V-29. Schematic of the multi channel IF amplifier, in CADENCE environment 

 
(a)                                                                              (b) 

 
(c)                                                                           (d) 

Fig. V-30. Gain of IF amplifier channels when (a) channel I is active, (b)  channel II is active, (c) channel III is 
active and (d) channel IV is active. 
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Fig. V-31. The output noise voltage spectral density of the IF amplifier in maximum gain 

  
 

 
Fig. V-32. The envelope detector circuit schematic 
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Fig. V-33. voltage transfer curve and power consumption of the designed envelope detector as a function of the 
IF signal amplitude, simulated using Spectre-RF 

V.2.3.4 Receiver Performance Evaluation 

We evaluate the designed receiver performance in two ways, analysis and simulation. The 
performance measure in our work is bit error rate (BER), defined as the ration of the number 
of erroneous received data bits over total received bits, for enough large number of bits.  

A) Receiver Analysis 

Analytic equation of BER in OOK modulation in ideal condition, i.e. considering all of the 
noises as Gaussian white noise, is obtained simply using detection theory, as stated in many 
text books and literatures, e.g. [116]. The resulted equation is as follows: 











=

02N

E
QBER b  (V-45) 

Where Eb is the average energy-per-bit and N0 is the single-sided noise power spectral 
density. Q is the well-known Q-function, defined as: 

( ) β
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∞

−

= 2

2

2

1
 (V-46) 

Eb and N0 are calculated as: 

BWPN

TPE

n

bsb

×=

×=

0

 

Ps is the signal power, Pn is the signal power, Tb is bit period and BW is the receiver 
bandwidth. So considering that the receiver bandwidth is equal to inverse of bit period, from 
(V-45) we deduce: 











=

2

SNR
QBER  (V-47) 

where SNR is the signal-to-noise ratio. Other useful representation of (V-45) is: 











=

b

s

TN

P
QBER

02
 (V-48) 

Ps is the received signal power. When N0 is the noise spectral density at the receiver input, 
this equation relates BER to the input signal power and is used to fine the receiver sensitivity. 
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Single-sided noise spectral density in the input of a circuit with noise factor equal to F is 
calculated as:  

( ) HzVkTFN
2

0 1−=  (V-49)  

T is the ambient temperature and k is Boltzmann constant. In the case of our receiver, using 
Frees equation we obtain: 

kT
G

F
FN

LNA

MIXER
LNA 







 −
+−=

1
10  (V-50)  

We have calculated BER of our receiver, using (V-48) and the results have been plotted in 
Fig. V-34. This figure shows that with minimum acceptable BER equal to 0.001, the receiver 
sensitivity is equal to -89, 2dB lower than the predicted value in primary design.  

B) Receiver Simulation 

To more accurately evaluate the receiver performance, we have simulated it in MATLAB, 
using IF-Band modeling. Due to high RF frequency, RF-sampling leads to enormous number 
of samples that can not be manipulated with ordinary PC facilities. So we have modeled the 
receiver system in IF band, i.e. at 2GHz. Each block of the receiver has been modelled 
behaviourally and parameters of different blocks have been obtained from accurate simulation 
of designed circuits in the foundry design kit. Signal source produces random “0” or “1” data 
with uniform distribution and creates base band signal equivalent to the random data. Then 
the base band signal is filtered by the pulse shaping filter to limit the base band signal 
spectrum. Pulse shaping filter is a Square Root Raised Cosine (SRRS) filter with 0.22 roll-off 
factor. Frequency response of LNA and mixer has modelled using proper filters, to capture 
the noise power reduction due to the limited bandwidth. IF amplifier has been modelled with 

gains obtained from simulation, and noise floor  of HzV /6µ around 2GHz, as shown in Fig. 

V-31. The detector has been modelled based on the simulated characteristics of Fig. V-33 and 
proper low-pass filter.  

An example of the simulation results for a 100-bit data stream has been shown in Fig. V-
35. The received signal level is -87dBm. Fig. V-36 shows the eye diagram of the received 
base-band signal, corresponding to the 100-bit data stream. Eye diagram offers an intuitive 
view of the receiver performance, specially in the measurement time. In addition, using eye 
diagram one can calculate the required input signal power to achieve the ideal eye opening 
[105]. BER has been calculated from running the simulator for a 100,000-bit data stream and 
value of 0.0012 has been obtained with -87dBm received signal power.  
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Fig. V-34. BER of our receiver as a function of the received signal power 
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Fig. V-35. An example of the simulation results of the receiver in MATLAB, for a 100-bit data stream and -

87dBm received signal level 
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Fig. V-36. Eye diagram of received base band signal, corresponding to a 100-bit data stream 
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C) Receiver Performance Summary 

Summary of the designed receiver and its performance has been listed in Table V-5. All of 
the receivers and transmitters in Table V-1 and Table V-2 are in the frequencies well below 
30GHz and hence can not be compared with our work. Unfortunately we could not find any 
reported case of Ka band transceiver in CMOS technology. However some reported works are 
available in 60GHz band, but not for WSN application. We have tabulated the power 
consumption of these cases in Table V-6. The purpose is only to give an insight to the power 
consumption of conventional mm-wave transceivers. 

TABLE V-5 
Summary of Designed Receiver Parameters 

Carrier frequency (GHz) 30 Topology ACEH** 
IF frequency (GHz) 2 RF frequency (GHz) 30 

Modulation OOK LO frequency (GHz) 14 
Sensitivity (dBm) -87 IF frequency (GHz) 2 
Bit Rate (Kb/Sec) 890 Conversion Gain (dB) 4 

 

DC Power (mW) 6.65 Noise Figure (SSB) 7 
Power Gain (dB) 13.8 DC Power (mW) 2.2 
Noise Figure (dB) 3.6 S11 (dB20) -12 

 
LNA 

DC Power (mW) 3 

 
 
 
 
 

Mixer 

S22 (dB20) -25 
Topology CRCC* DC power (mW) <0.25 

Center frequency (GHz) 14 Voltage Gain I 1000 
Swing (mV) 450 Voltage Gain II 120 

Phase noise @100KHz 
(dBc/Hz) 

-83 Voltage Gain III 26 

 
 

VCO 

DC Power (mW) 1.2 

 

 
 

IF 
amplifier 

Voltage Gain IV 4.5 
CRCC: Current Reused Cross Coupled 
ACEH: Active CMOS Even Harmonic 

TABLE V-6 
Comparison of our Receiver with Reported mm-wave Receivers 

Reference Year Receiver Topology Carrier 
Frequency 

DC power 
(mW) 

Technology 

[83] 2006 Heterodyne (LNA+Mixer) 60GHz 10.8 130nm CMOS 
[117] 2007 Heterodyne 60GHz 77 130nm CMOS 
[14] 2007 Heterodyne (LNA + Mixer + LO) 60GHz 80 90nm CMOS 

[118] 2008 Heterodyne (IRRM with 30GHz IF, 
without LO) 

60GHz 36 90nm CMOS 

This Work 2008 Heterodyne (EHM + LO) 30GHz 6.65 90nm CMOS 
 

V.2.4 The Transmitter Architecture 

We tried various reported nonlinear and switching power amplifiers in 30GHz band, e.g. 
cascode class C, driven directly by VCO [99], pseudo differential class B amplifier [119] and 
power VCO technique [73]. We also developed a novel design approach for accurate design 
of Class E power amplifiers [120]. Unfortunately, simulations in the foundry design kit 
revealed that in 30GHz band forcing the NMOS transistor with enough gate width, into on 
and off states, requires very high power drive circuit and is not practical for a ultra-low power 
transmitter. Consequently we excluded the switch mode power amplifiers. On the other hand, 
other classes of power amplifiers have very low efficiency. Finally we found that the Voltage 
Controlled Power Oscillator (PVCO) is the best choice for our work. This technique was 
proposed by Rabaey et al. in the Berkeley Wireless Research Center, in 2006 to avoid the DC 
power required for drive stage of power amplifier, in low power transmitter for WSN 
applications [73]. In this technique the VCO is designed with enough power to directly feed 
the antenna, without any power amplifier. One problem with this technique is VCO frequency 
pulling due to the limited reverse isolation of antenna. To eliminate this problem,  they used 
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an ultra-low power high-Q MEMS oscillator to increase the power oscillator stability by 
injection locking. In the next generations of their work, they replaced the power oscillator 
with lower power amplifier, directly matched to the antenna and achieved 46% transmitter 
efficiency at 1.9GHz [78]. 

Schematic view of the power VCO circuit in our work has been shown in Fig. V-37. The 
VCO has been designed as a conventional cross coupled CMOS topology. Using N and P 
transistors leads higher drive capability. OOK modulation is performed simply using a switch 
MOS transistor at the tail of NMOS transistors. Simple calculation shows that to deliver 7mW 
RF power to 50Ω load, voltage swing of 830mV is required. To achieve this high voltage 
swing, we have used high voltage MOS transistors in the VCO. These transistors are provided 
by the STMicroelectronics 90nm CMOS technology and have 2.5V gate oxide breakdown 
voltage. Fig. V-38 shows the time domain wave forms of the transmitter, obtained from 
simulation in CADENCE using Spectre-RF simulator and the attached foundry design kit. 
From this figure, the start-up delay of the oscillator is about 2.5nSec that is well beyond the 
requirements of a low data rate system. The oscillator output is very stable in the startup. 
Power consumption of the VCO and its phase noise have been shown in Fig. V-39. The VCO 
has noise phase of -85dBc/Hz at 100KHz offset and consumes 24mW power from 2.5V 
supply. The RF power delivered to the 50 load is greater than 6mW that corresponds with 
25% power efficiency of the transmitter. Regarding Table V-2, 25% power efficiency in 
30GHz band is a superior result, if it proven with measurement. Assuming equal probability 
of  transmitted “1” and “0” bits, the average power consumption of the transmitter is 12mW 
that is in good agreement with which we calculated in the radio link design step of section 
V.2.1.  

 

 
Fig. V-37. Schematic view of the power VCO circuit in our work 
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Fig. V-38 Time domain wave forms of the transmitter, obtained from simulation in CADENCE using Spectre-

RF simulator and the attached foundry design kit 

 
      (a)                                                                                       (b) 

Fig. V-39. (a) power consumption and (b) phase noise of the designed power VCO  
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